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Abstract: Image segmentation is an essential problem in Computer Vision and it is 
foundational to the development of next-generation information extraction 
methods, issued in problems of great interest, such as driving autonomous 
machines, text analysis, object identification, extracting information from images. 
Knowing that there are no perfect algorithms for image segmentation, this paper 
aims to achieve a method that combines the results of different algorithms through 
various voting schemes in the hope of getting better results. 
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1. Introduction 

Image segmentation is a class of image processing algorithms that identify, and 
group pixels based on specific criteria. The segmentation process itself entails 
image processing algorithms that strategically isolate areas of interest within 
images: for example, image processing could use segmentation to direct self-
driving machines in traffic. These algorithms generate certain limitations in terms 
of image quality. Their tendency to over- or under-segment makes it necessary to 
devise algorithmic combinations that can help maximize image segmentation 
results. A. Hoover et al. in [1] have outlined five categories of region 
classifications: correct detection, over-segmentation (many detections of a single 
surface, which can yield an incorrect topology), under-segmentation (not enough 
separation of multiple surfaces, results in a subset of the correct topology and a 
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deformed geometry), missed (a segmenter fails to find a surface which appears in 
the image) and noise (the segmenter assumes the existence of a surface not in the 
image). Given that it is easier to merge segments to obtain bigger ones, as opposed 
to splitting large regions to yield the true segments, under-segmentation often gets 
more interest and attention dedicated to it than its counterpart, over-segmentation 
[2]. The figure below is a relevant example of highlighting the limitations of 
segmentation algorithms (Fig. 1). 

 
Fig. 1. Example of images over-segmented and under-segmented. From left to 

right: a) original image, b) under-segmentation, c) over-segmentation, d) ground 
truth image; image taken from [2] 

This paper introduces a voting method that combines different algorithms in order 
to achieve a better performance in image segmentation than the results obtained 
with these methods taken separately. The selected approaches utilized for the 
proposed method are Felzenszwalb segmentation (based on graphs) [3], SLIC 
(Simple Linear Iterative Clustering) Superpixels [4][5] and Watershed [6][7], 
which will be described into the next section (Section 2A). These algorithms have 
been chosen to have partially different (over-segmented or under-segmented) 
results. 
 

2. Proposed method 

A. Segmentation algorithms 

The first algorithm mentioned here is Felzenszwalb graph-based segmentation [3]. 
In this category of segmentation, each pixel from the image matches a node in the 
graph. The connection between the nodes represents the specific pairs of pixels that 
are neighbors. For this scenario, each edge has a correlated weight based on the 
characteristics of the groups of pixels. The graph-based method proposed by 
Felzenszwalb et al. in [3] takes edges from a graph. For this method, the pixel 
represents a node in the graph. The undirected edges are in correlation with 
neighboring pixels. The weights for every edge represent the measure of the 
variation among the pixels. This technique tunes the criteria of segmentation 
concerning the variability of the neighboring areas. The weights for every edge 
represent the measure of the variation among the pixels. This technique stands out 
in a few ways: it customizes the criteria of segmentation according to the variations 
in nearby areas and it reveals that the process can be rapacious in its tenacity to 
attain segmentation that mirrors global characteristics. The pseudocode of 
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Felzenszwalb graph-based segmentation algorithm consists of four steps. Firstly, a 
graph Gph with n vertices and m edges is defined as an input, Gph = (Vert, Edg). 
The output is a segmentation of Vert into Seg components, Seg = (C1, . . . ,Cz). The 
first step is to sort Edg by non-decreasing edge weight into ς = (e1, . . . ,em). The 
second step is to start with a segmentation Seg0, where each vertex verti is in its 
own component. Then, construct Segp, given Segp−1, as follows: let verti and vertj 
denote the vertices connected by the p-th edge in the ordering, ep = (verti, vertj); if 
verti and vertj are in disjoint components of Segp−1 and w(ep) is small compared to 
the internal difference of both those components, then merge the two components 
otherwise do nothing (step three). The internal difference of a component C ⊆ 
Vertis defined as the largest weight in the minimum spanning tree of the component 
MinST(C, Edg) that is IntDiff(C), shown into the following equation (eq. 1): 

𝐼𝑛𝑡𝐷𝑖𝑓𝑓(𝐶) = 𝑚𝑎𝑥௘ఢெ௜௡ௌ்(஼,ாௗ௚)𝑤(𝑒) (1) 

The difference between two components C1, C2 ⊆ Vert is defined as the minimum 
weight edge connecting the two components (eq. 2):  

𝐷𝑖𝑓𝑓(𝐶ଵ, 𝐶ଶ) = 𝑚𝑖𝑛௩௘௥௧೔ఢ஼భ, ௩௘௥௧ೕఢ஼మ, (௩௘௥௧೔,௩௘௥௧ೕ)ఢ ாௗ௚𝑤((𝑣𝑒𝑟𝑡௜, 𝑣𝑒𝑟𝑡௝)) (2) 

The minimum internal difference, MinIntDiff(eq. 3), is defined as: 

𝑀𝑖𝑛𝐼𝑛𝑡𝐷𝑖𝑓𝑓(𝐶ଵ, 𝐶ଶ) = 𝑚𝑖𝑛(𝐼𝑛𝑡𝐷𝑖𝑓𝑓(𝐶ଵ) + 𝑡(𝐶ଵ), 𝐼𝑛𝑡(𝐶ଶ)  +  𝑡(𝐶ଶ)) (3) 

where t(C) is a threshold function (eq. 4) based on the size of the component, |C| 
denotes the size of C and k is some constant parameter: 

𝑡(𝐶) = 𝑘/|𝐶| (4) 

Step three is repeated for p=1, . . . ,m. The algorithm ends with step four which 
involves returning S = Segm. 

The second algorithm presented is SLIC Superpixels. Superpixels group similar 
pixels into atomic areas of pixels which can be used as entities in algorithms in 
order to reduce the number of primitives for some processing. This method 
addresses another way of looking at the classic pixel grid. Achanta et al. mention in 
[4] that this approach reduces the complexity, and the primitive used helps produce 
the needed features of the image. In terms of requirements, Stutz et al. summarize 
in [5] a list of general specifications agreed by [4][8][9][10] for the superpixel: 
partition (the possibility to determine a subdivision for the image), connectivity 
(describe an associated collection of pixels); boundary adherence; compactness, 
regularity, and smoothness (there are compact not in the presence of image 
borders), efficiency (the generating process must be the most efficient), 
controllable number of superpixels. 
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Achanta et al. [11] propose an algorithm that produces superpixels by clustering 
pixels. This operation creates the superpixels that start with areas of the same 
colors that are in proximity to the image level, in the combined five-dimensional 
color and image space. In this way, this method generates uniform and compact 
superpixels. This technique is an extension of the K-means algorithm. The K-
means method groups the points in clusters based on a similarity function. The 
most used similarity function is the Euclidean distance. The algorithm presented by 
Achanta et al. differs from K-means by two characteristics. The first one is about 
the optimization step and, most accurately, about the number of distance 
calculations. By narrowing the search space to an approximate area of the 
superpixel, the number previously mentioned is decreased. The second one is about 
the weighted distance measure. In this step, proximity measurements are done 
(color and spatial) giving access to the dimension of superpixels. The SLIC 
Superpixels algorithm implies several stages: the first stage consists of initializing 
clusters centers by sampling pixels at regular grid steps S, Ck={lk, ak, bk, xk, yk}

T 
while in the second stage the centers of the clusters are perturbed in an n×n 
neighborhood, to the lowest gradient position. Then repeat until E ≤ threshold the 
following: for each cluster center Ck assign the best matching pixels from 2S× 2S 
square neighborhood around the cluster center according to the distance measure 
Ds (eq. 5), then compute new cluster centers and residual error E {L1 distance 
between previous centers and recomputed centers}. The algorithm is completed by 
the last stage which consists of enforcing connectivity. Distance measure Ds is 
defined as follows: 

𝑑௟௔௕ = ඥ(𝑙௞ − 𝑙௜)ଶ + (𝑎௞ − 𝑎௜)ଶ + (𝑏௞ − 𝑏௜)ଶ 

𝑑௫௬ = ඥ(𝑥௞ − 𝑥௜)ଶ + (𝑦௞ − 𝑦௜)ଶ 

𝐷௦ = 𝑑௟௔௕ +
𝑚

𝑆
𝑑௫௬ 

(5) 

where Ds is the sum of the lab distance and the xy plane distance normalized by the 
grid interval S. A variable m is introduced in Ds to control the compactness of a 
superpixel. The greater the value of m, the more spatial proximity is emphasized 
and the more compact the cluster. This value can be in the range [1; 20]. 

The third algorithm considered is Watershed. Watershed is a region-based 
segmentation method. The first approach is originally in mathematical morphology 
and was introduced by Digabel and Lantuejoul in 1978 [6]. In this method, the 
image is seen as a topographic scene [7] with ridges and valleys. The gray values 
of the pixels or their gradient magnitude define the rise values of the landscape. 
Preim et al. [12] call that the watershed technique decomposes an image into 
"catchment basins". Another view on the technique represents each valley as a 
relief [7], and this relief flood from its minima when two areas join. After joining, 
it creates a dam. All dams created represent this method. This representation 
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resembles the flooding process [13]. The main aim is to divide the image into 
regions of interest. The algorithm needs only the pixel intensity to obtain these 
regions. An example of the watershed algorithm can be seen in the figure below 
(Fig. 2). 

 

Fig. 2. Watershed segmentation - a) original scan, b) segmented and closed edge 
system, c) inverted distance map of the back-ground, d) watershed transformation 

of the distance map, e) reconstructed cells; image taken from [14] 

 

B. Proposed voting algorithm 

There is a series of approaches for image segmentation. Each one has downsides or 
upsides corresponding to the input data. Methods such as model-based, central 
clustering, graph theoretical based, nonparametric density estimation based 
methods, empirical and hybrid approaches, and square-error clustering, present a 
view on some elements on the input data, by grouping or making clusters based on 
a set of properties [15]. In the current scenario, no single technique could manage 
all types of clusters. Studies in the last decade show that fusing classifiers helps to 
increase the accuracy and the diversity of input data [16]. The combining process 
of the methods’ decisions is reviewed, and this technique is met in studies as the 
voting technique. The method proposed in this article involves two options for 
voting using the algorithms presented in Section 2.A. The first voting technique is 
the use of democratic voting, where each algorithm has an equal weight in the 
segmentation decision. This method has been proposed as a starting point in 
exploring voting techniques. Voting is represented as a linear function, and each 
algorithm has equal weight, as can be seen in the equation below (eq. 6).  

𝑉 =
1

𝑁
(𝐹𝑧 + 𝑆𝐿𝐼𝐶 + 𝑊𝑎𝑡𝑒𝑟𝑠ℎ𝑒𝑑) 

(6) 

This algorithm was tested on several images and has been shown to have weaker 
results than the independent running of each algorithm separately. Another 
approach of this method is for each algorithm's vote to come with a weight (eq. 7). 
The weights are estimated from successive runs, and weights that provided 
performance were kept for the final vote. 

𝑉 = 𝑤ி௭ ∗ 𝐹𝑧 + 𝑤ௌ ∗ 𝑆𝐿𝐼𝐶 + 𝑤ௐ ∗ 𝑊𝑎𝑡𝑒𝑟𝑠ℎ𝑒𝑑 (7) 



JOURNAL OF INFORMATION SYSTEMS & OPERATIONS MANAGEMENT, Vol. 14.1, May 2020 

126  

3. Results 

    
Fig. 3. Astronaut image. From the left to right: a) Felzenszwalb segmentation,  

b) SLIC segmentation, c) Compact watershed, d) Voting method. 

    

Fig. 4. Chelsea image. From left to right: a) Felzenszwalb segmentation,  
b)SLIC segmentation, c) Compact watershed, d) Voting method 

Fig. 5. Hubble deep field image. From left to right: a) Felzenszwalb segmentation,  
b) SLIC segmentation, c) Compact watershed, d) Voting method. 

 

  
  

 

    

Fig. 6. Coffee image. From left to right: a) Felzenszwalb segmentation, b) SLIC 
segmentation, c) Compact watershed, d) Voting method. 

 

    

Fig. 7. Retina image - a) Felzenszwalb segmentation, b) SLIC segmentation,  
c) Compact watershed, d) Voting method 



JOURNAL OF INFORMATION SYSTEMS & OPERATIONS MANAGEMENT, Vol. 14.1, May 2020 

 127 

Image 

Number of segments 

Felzenszwalb 
SLIC 

Superpixels 
Watershed 

Voting 
method 

Astronaut 194 190 256 198 
Chelsea 86 237 247 117 

Hubble deep 
field 

181 212 255 188 

Coffee 109 223 260 134 
Retina 295 226 256 283 

Table 1. The number of segments for each of the images presented in Fig. 3 – Fig. 
7. (Astronaut, Chelsea, Hubble deep field, Coffee and Retina) obtained with 

Felzenszwalb, SLIC Superpixels, Watershed algorithms and the proposed voting 
method. 

In this section are highlighted the differences between the individual algorithms 
and the proposed weighted voting algorithm. The results obtained with 
Felzenszwalb, SLIC Superpixels, Watershed, and the proposed method, are shown 
in figures 3 to 7., representing different samples of images (Astronaut, Chelsea, 
Hubble deep field, Coffee and Retina) and their corresponding obtained segments 
(shown in Table 1) after applying these methods. 

4. Conclusion 

In this article, different voting techniques have been explored using image 
segmentation algorithms, and from the obtained results, one can observe the 
influences of each algorithm on voting. For future work, Deep Learning algorithms 
can be applied to combine results similarly. Because the algorithms presented in 
this article are in the class of unsupervised algorithms, they cannot be combined 
with supervised algorithms, such as Deep Learning. 

Integrating the proposed voting-based method with another similarly-designed 
systems [17-19] into an unsupervised document image processing system is the 
main goal of the future development of this research. 
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